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Postedycja tlumaczen maszynowych

Streszczenie: Dynamiczny rozwéj thumaczen maszynowych w ostatnich latach, a zwtasz-
cza pojawienie si¢ neuronowych ttumaczen maszynowych, zmienia branze ustug jezy-
kowych. Z punktu widzenia automatyzacji mozna wyrézni¢ tltumaczenia wykonywane
przez cztowieka od podstaw i wspomagane komputerowo; ttumaczenia wspomagane
maszynowo; ttumaczenia maszynowe z postedycjg oraz surowe ttumaczenia maszyno-
we. Celem artykulu jest przyblizenie czytelnikowi w ujeciu praktycznym problematyki
ttumaczen maszynowych i postedycji. Najpierw oméwiono typy ttumaczen maszyno-
wych i ich zastosowania, a takze czynniki wplywajace na jakos$¢ thumaczenia maszyno-
wego. Dalsza cze¢$¢ poswiecona jest postedycji i jej rodzajom — lekkiej i pelnej postedy-
¢ji oraz kontrowersjom zwigzanym z tym rozréznieniem. Nastepnie zestawiono korzy-
$ci i wyzwania dotyczace stosowania ttumaczen maszynowych w procesie tlumaczenia,
najczestsze bledy oraz zasady postedycji. W czeséci koncowej przedstawiono modele
kompetencji postedytora, zasady rozliczania postedycji oraz kwestie etyczne zwigzane
z tlumaczeniem maszynowym.

Slowa kluczowe: postedycja, postedytor, ttumaczenie maszynowe, technologie ttuma-
czeniowe, preedycja

Technologie ttumaczeniowe

Od ponad trzech dekad dynamicznie zmienia si¢ — pod wplywem techno-
logii — tryb pracy ttumacza. Jej oblicze zmienily najpierw komputery, pocz-
ta elektroniczna i wyszukiwarki internetowe, a nastepnie wyspecjalizowane
technologie ttumaczeniowe stosowane przez tlumaczy, weryfikatoréw i inne
osoby zaangazowane w $wiadczenie ustug ttumaczeniowych. Od zawodowych
tlumaczy oczekuje si¢ umiejetnosci pracy z technologiami ttumaczeniowy-
mi — kompetencje techniczne s3 uwazane przez norme¢ ISO 17100 Ustugi
ttumaczeniowe: Wymagania dotyczqgce swiadczenia ustug ttumaczeniowych za
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sktadowg kompetencji ttumaczy (ISO 2015: 9). Najwazniejsze technologie ttu-

maczeniowe to:

. narzedzia CAT (computer-aided/-assisted translation; narzedzia ttu-
maczenia wspomaganego komputerowo) oraz pamie¢ ttumaczeniowa
(translation memory; TM),

. tlumaczenia maszynowe (machine translation, MT),

. systemy zarzadzania thumaczeniami (translation management system,
TMS; translation platform) i programy do zarzadzania projektami,

. inne oprogramowanie wspomagajace ttumaczenie i redakcje thumaczen:

programy przetwarzania mowy na tekst, narzedzia zapewniania jakosci,
narzedzia weryfikacji, narzedzia lokalizacji, ekstrakcja terminologii,
bazy terminologiczne i inne systemy zarzadzania terminologia, systemy
zarzadzania trescig (CMS), systemy tworzenia zawartosci i narzedzia do
sktadu komputerowego (ISO 2015: 17).

Gléwnym celem technologizacji jest: 1) zwigkszenie wydajnosci pracy
ttumaczy, 2) skrécenie czasu ttumaczenia; 3) poprawa jakosci oraz 4) redukcja
kosztéw. Innymi stowy, ttumacze maja ttumaczy¢ szybciej, wiecej, lepiej i taniej.
Technologie ttumaczeniowe réwniez wplywaja, jak zauwaza Pym, na wymiar
kognitywny procesu ttumaczenia, relacje spoleczne i status zawodowy ttuma-
czy (2011: 1). Przyktadowo narzedzia CAT wymuszaja myslenie o tekscie jako
o sekwencji jednozdaniowych segmentdéw, ,zamazujac” wieksze struktury we-
wnatrz tekstu, jak np. akapity.

Technologia niewatpliwie przyciagajaca najwigksza uwage i najszybciej
sie rozwijajaca w ostatnich latach sg ttumaczenia maszynowe stosowane w po-
staci surowej lub po korekcie przez cztowieka, czyli postedycji. Celem artykutu
jest przyblizenie czytelnikowi problematyki ttumaczen maszynowych i poste-
dycji w ujeciu praktycznym, w tym podstawowych poje¢, typologii, korzysci
i wyzwan, kompetencji i kwestii etycznych. Pokaze réowniez, jak ttumaczenia
maszynowe zmieniajg postrzeganie kategorii ttumaczenia i jego jakosci.

Typy tlumaczenia w zaleznosci od stopnia automatyzacji i udzialu czynnika
ludzkiego

Upowszechnienie sie thumaczen maszynowych wplyneto na rozszerzenie i zréz-
nicowanie kategorii ttumaczenia oraz zwiekszylto skalarno$¢ jakosci, uzaleznia-
jac jej progi od stopnia automatyzacji i udzialu czlowieka w procesie tluma-
czenia (por. Jiménez-Crespo 2017: 484-485). Istnieja rozne klasyfikacje ttuma-
czen z punktu widzenia automatyzacji (por. Bogucki 2009: 25-29, Vieira 2019,
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Paulsen Christensen i in. 2021). Bazujac na klasyfikacji Quah (2006) i dyskusji
klasyfikacji u Boguckiego (2009: 25-29), proponuje wyrdznienie nastepujacych
gléwnych typéw tlumaczenia na skali od minimalnej do petnej automatyzacji:

1. Tlumaczenie wykonane przez cztowieka od podstaw (from scratch hu-
man translation);

2. Tlumaczenie wspomagane komputerowo (computer-assisted / compu-
ter-aided translation)

3. Tlumaczenie wspomagane maszynowo (machine-aided human trans-
lation, MAHT)

4. Tlumaczenie maszynowe z postedycja (post-edited machine transla-

tion, PEMT; machine translation postediting, MTPE):
a. Tlumaczenie maszynowe z pelna postedycja;
b. Ttumaczenie maszynowe z lekka postedycja;
5. Surowe tlumaczenie maszynowe (raw machine translation, fully-auto-
mated machine translation, FAMT).

Najnizsza jakoscig cechuje sie surowe tlumaczenie maszynowe, czy-
li thumaczenie automatyczne bez udzialu cztowieka, a nast¢pnie ttumaczenie
maszynowe z lekka postedycja, ktére powinno mie¢ dostateczng jako$¢ (good
enough quality). Ttumaczenie maszynowe z pelna postedycja ma osiggac jakos¢
poréwnywalng do ttumaczenia wykonywanego przez zawodowego ttumacza-
czlowieka, ktdre co do zasady powinno charakteryzowac si¢ najwyzsza jakoscia
(i jest na rynku najwyzej wyceniane). Tlumaczenie wykonane przez czlowie-
ka od podstaw bez zadnej formy automatyzacji pracy (nr 1) i thumaczenie wy-
konane przez czlowieka wspomagane komputerowo (nr 2), czyli tltumaczenie
w narzedziu CAT, ktére w przypadku tlumaczen specjalistycznych w zasadzie
wyparlo typ nr 1, a takze posrednio tlumaczenia wspomagane maszynowo
(nr 3) s3 regulowane normg jakosciowa ISO 17100. Ttumaczenia maszynowe
z postedycja (nr 4) s3 w branzy uwazane za odrebng ustuge wylaczong z zakre-
su ISO 17100 i podlegajaca normie ISO 18587. W rezultacie positkowanie si¢
ttumaczeniem maszynowym przy $wiadczeniu pierwszego typu ustug bytoby
zdaniem Woloszyka niezgodne z wymogami normy ISO 17100 (por. Woloszyk
2021 na kanwie wyroku SR w Poznaniu sygn. akt. XII GC 669/17).

W praktyce granica miedzy ttumaczeniem maszynowym a tlumacze-
niem wykonanym przez czltowieka jest do$¢ ptynna (por. Vieira 2019: 320).
Coraz czgstszym trybem pracy jest wspomaganie sie ttumaczeniem maszyno-
wym w $rodowisku CAT dzieki mozliwosci jego integracji z API (Application
Programming Interface) systemu tlumaczenia maszynowego. Ten typ pracy
okresla si¢ mianem ttumaczenia wspomaganego maszynowo (nr 3) i wydaje
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Rys. 1. Tlumaczenie maszynowe jako jedna z funkcjonalno$ci w $rodowisku CAT

sie, iz nalezatoby go wyrdznic jako osobny typ ttumaczenia. Na rys. 1 pokaza-
no przykiad podpiecia API DeepL! w SDL Trados Studio.

W takim przypadku program CAT najpierw przeszukuje pamiec tlu-
maczeniowq i jezeli nie znajdzie w niej trafienia na zdefiniowanym poziomie
(zazwyczaj >75%?), oferuje podstawienie ttumaczenia maszynowego. Ttumacz
sam decyduje, w jakim stopniu korzysta z ttumaczenia maszynowego — czy je
postedytuje, czy odrzuca i ttumaczy od zera, positkujac sie lub nie propozycja
maszynowa. Ten coraz czgstszy hybrydowy tryb pracy powoduje zatarcie grani-
cy miedzy ttumaczeniem ludzkim a ttumaczeniem maszynowym z pelna poste-
dycja. Warto podkresli¢, ze na hybrydyzacje wplyw ma réwniez wprowadzanie
postedytowanych segmentéw do pamieci ttumaczeniowych, co moze obnizaé
ich jakos¢.

Co ciekawe, w uwadze nr 1 do definicji postedycji norma ISO 17100 za
postedycje uwaza jedynie edycje ttumaczenia wygenerowanego w calosci przez
maszyne, wylaczajac z jej zakresu opisany wyzej tryb ttumaczenia wspomagane-
g0 Maszynowo, co sugeruje, ze jest on objety norma ISO 17100:

! Koszt miesiecznego dostepu do DeepL z mozliwoscig integracji z CAT-em wynosi 29,99 EUR
w subskrypcji miesiecznej i 19,99 EUR w subskrypcji rocznej, https://www.deepl.com/pro?cta-
=header-prices (dostep: 10.12.2021).

2 Co do zasady przyjmuje sie, Ze najlepsza kombinacjg sg trafienia z pamieci thumaczeniowej
na poziomie dopasowania >75%, a przy nizszych trafieniach (<75%) lepsze efekty uzyskuje sie,
pracujac z podpowiedziami z thumaczenia maszynowego (O’Brien w druku).
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Wedlug tej definicji osoba wykonujaca postedycje edytuje produkt au-
tomatycznie wygenerowany przez system tlumaczenia maszynowego.
Nie obejmuje to sytuacji, gdy ttumacz widzi i wykorzystuje podpo-
wiedZ zaproponowang przez system tlumaczenia maszynowego zin-
tegrowany z programem wspomagajacym proces ttumaczenia (narze-
dziem CAT). (ISO 2015: 6)

Definicja postedycji zostala dostownie przeniesiona z normy ISO 17100
do normy 18587, ale bez powyzszej uwagi, przy czym norma postedycyjna nie
sprecyzowala, jak nalezy klasyfikowa¢ tlumaczenie wspomagane maszynowo,
co do Carmo (2020) stusznie uwaza za duze przeoczenie. Powoduje to nieja-
sny status ttumaczenia wspomaganego maszynowo — niektdre biura uwazajg
rezultat korzystania z wtyczek ttumaczenia maszynowego w narzedziu CAT za
ttumaczenie maszynowe (czyli nr 4) i wyraznie zakazuja tego wspotpracujacym
ttumaczom.

Tlumaczenia maszynowe — najnowsze trendy i zastosowania

Wedtug réznych szacunkéw wielkosci rynku ustug jezykowych profesjonalne
ttumaczenia wykonywane przez czlowieka stanowia zaledwie niewielki procent
wszystkich tlumaczen — dominujacym i dynamicznie rozwijajacym sie try-
bem jest ttumaczenie maszynowe (zob. Way (2018: 161-163), Intento i TAUS
(2021)). Ttumaczenia maszynowe, czyli automatyczne ttumaczenia komputero-
we, s3 obecne od lat 50. XX wieku, jednak ich sposéb dzialania i jako$¢ istotnie
zmienily si¢ na przestrzeni czasu (por. Bogucki (2009), Nitzke i Hansen-Schir-
ra (2021: 16-27)). Chronologicznie byly to nastepujace gtéwne rodzaje ttuma-
czen:

. tlumaczenie maszynowe oparte na regulach (rule-based machine trans-
lation, RBMT),

. tlumaczenie oparte na przykladach (example-based machine translation,
EBMT),

. statystyczne tlumaczenie maszynowe (statistical machine translation,
SMT),

. neuronowe tlumaczenie maszynowe (neural machine translation,
NMT).

Najnowszym rozwigzaniem — obecnym w uzyciu komercyjnym od 2016
r. (np. GoogleTranslate) — sg neuronowe tlumaczenia maszynowe oparte na sie-
ciach neuronowych, glebokim uczeniu sie i duzych korpusach (Forcada 2017).
W porédwnaniu z ttumaczeniami statystycznymi, ktére nie dawaly zadowalajacych
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efektow dla jezykow fleksyjnych takich jak polski i wymagaly licznych zmudnych
korekt, thlumaczenia neuronowe cechuja si¢ zauwazalnie lepsza ptynnoscia, na-
turalnoscig i adekwatnoscia. Sg okreslane mianem disruptive technology. Polski
odpowiednik tego terminu — technologia przelomowa — implikuje co prawda
przetomowa poprawe jakosci tlumaczenia, natomiast nie oddaje negatywnego
nacechowania angielskiego stowa ,disruption”, ktére oznacza réwniez ,,zamet’,
»zaklocenie’, ,wstrzas” (Stownik PWN-Oxford). Za tym okresleniem kryje si¢ po-
glad, Ze tlumaczenia neuronowe przejda przez branze jak ,tsunami™, eliminujgc
w krotkiej perspektywie z rynku ttumaczy-ludzi. W 2021 r. — pie¢ lat po wpro-
wadzeniu tlumaczen neuronowych — stonowano te poglady, natomiast nieza-
przeczalnie neuronowe ttumaczenia maszynowe stanowig przetom jakosciowy
dla par z jezykiem polskim w stosunku do poprzednich rozwigzan.

Nastepnym oczekiwanym etapem rozwoju sg adaptacyjne tlumaczenia
maszynowe (adaptive machine translation, AMT), czyli programy, ktére dyna-
micznie uczg si¢ na korektach wprowadzanych przez thtumacza, np. SDL Adapti-
ve MT (Nitzke i Hansen-Schirra 2021: 21). Zblizona lecz szersza koncepcja jest
responsywne tlumaczenie maszynowe (responsive machine translation, RMT),
ktore bytoby w stanie automatycznie dostosowywac si¢ do dziedziny i gatunku
tekstu na poziomie segmentu, uwzglednia¢ szerszy kontekst i metadane, uczy¢
sie na podstawie informacji zwrotnych od uzytkownikéw, szybko integrowa¢
nowe zasoby (pamieci ttumaczeniowe, glosariusze) czy ocenia¢ wilasng przy-
datnos¢ do celow uzytkownika (Lommel 2021). Taki system pozostaje wcigz
w sferze marzen, ale dobrze obrazuje niedoskonalosci aktualnie dostepnych
systemoéw. Otoczony responsywnymi technologiami, pracujacy w $rodowisku
pelnigcym funkcje rozszerzonej rzeczywistodci, ttumacz ma docelowo stac sie
»augmented translator” — stosowa¢ i kontrolowa¢ technologie, maksymalizu-
jac swoje mozliwosci i wydajnos¢ (Lommel 2017).

Istnieje wiele programéw do tlumaczenia maszynowego. Najbardziej
znane ogolne silniki to GoogleTranslate?, obstugujacy ponad 100 jezykow,
i DeepL® pracujacy obecnie z 26 jezykami, w tym z jezykiem polskim. Dla
niektoérych par jezykowych opracowano silniki, ktére uwzgledniaja ich spe-
cyfike, np. Yandex® dobrze radzi sobie z jezykiem rosyjskim. Bardziej wyspe-

3 Ofer Shoshan, One Hour Translation, Slator, 2018, https://slator.com/sponsored-content/
neural-mt-and-blockchain-are-about-to-radically-transform-the-translation-market/  (dostep:
10.12.2021).

* https://translate.google.pl (dostep: 10.12.2021).

* https://www.deepl.com (dostep: 10.12.2021).

¢ https://translate.yandex.com/ (dostep: 10.12.2021). Yandex poczatkowo obstugiwal trzy jezyki:
rosyjski, ukrainski i angielski, a obecnie ttumaczy z niemal 100 jezykéw.
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cjalizowane sg systemy rozwijane od lat przez instytucje migdzynarodowe, jak
np. unijny eTranslation’ czy eLUNa® w ONZ, ktére wytrenowano na tekstach
typowych dla tych instytucji. Istnieja rowniez systemy komercyjne specjalizu-
jace si¢ w konkretnych branzach i typach tresci, czgsto rozwijane przez duze
korporacje, jak np. Amazon, Alibaba czy Microsoft, ktére prowadzg intensyw-
ne badania nad ttumaczeniem maszynowym. Innym rozwigzaniem jest zakup
ogodlnego silnika i przetrenowanie go na wilasnych danych (np. pamieciach
tlumaczeniowych, bazach terminologicznych) — jest to tzw. custom MT. Po
przetrenowaniu silnika na konkretnym typie tekstéow, np. umowach o bada-
nia kliniczne czy instrukcjach uzytkownika, mozna uzyska¢ znacznie lepsza
jakos¢ ttumaczenia maszynowego analogicznych tekstow w pordwnaniu z sil-
nikami ogdlnymi.

Surowe tlumaczenia maszynowe niewatpliwie zwigkszyly dostepnoscé
ttumaczen. Pojawiaja si¢ przede wszystkim w obszarach, w ktérych wczesniej
ttumaczen nie bylo gtéwnie ze wzgledu na koszty lub ograniczenia czasowe
(Way 2013). Majg zastosowanie w obszarach mniej profesjonalnych i krytycz-
nych, zwlaszcza dla tresci tworzonych przez uzytkownikow (user-generated con-
tent), np. wpiséw w mediach spoteczno$ciowych typu Facebook czy LinkedIn,
opinii w serwisach branzy turystycznej typu Booking czy TripAdvisor. Jedna
z branz zdominowanych przez tlumaczenia maszynowe jest e-handel, w kto-
rym umozliwiajg one dotarcie do konsumenta w jego jezyku w czasie rzeczywi-
stym, skracajac czas wprowadzenia produktu na rynek i jego koszty. Ttumacze-
nie maszynowe sprawdza si¢ tez w sytuacjach kryzysowych, np. podczas klesk
zywiolowych, gdy czas jest na wage zlota. Innym typem zastosowan sg tresci
o krétkim okresie uzytkowania, komunikacja wewnetrzna, strony internetowe
i ttumaczenie dla celow pobieznego zorientowania si¢ w tresci dokumentu, jak
i inne uzycia, w ktorych nizszy poziom jakosci ttumaczenia jest wystarczajacy
z punktu widzenia jego przeznaczenia (Way 2013).

Jednak surowe ttumaczenie maszynowe wciaz nie doréwnuje ttumacze-
niom wykonywanym przez cztowieka i korzystanie z niego bez postedycji do
zastosowan profesjonalnych moze mie¢ katastrofalne skutki — wizerunkowe,
polityczne, finansowe czy prawne (por. Vieira, O’'Hagan, i O’Sullivan 2021).
Inng wazng kwestig jest odpowiedzialnos$¢ za ttumaczenie maszynowe, ktdra
ponosi uzytkownik — w przypadku tlumaczen wykonanych przez cztowieka
odpowiedzialnos¢ bierze na siebie ttumacz. Dostawcy systeméw ttumaczenia
maszynowego co do zasady zrzekaja si¢ odpowiedzialnosci za niedoskonatosci

7 https://webgate.ec.europa.eu/etranslation/public/welcome.html (dostep: 10.12.2021).
8 https://www.un.org/dgacm/en/content/gtext (dostep: 10.12.2021)
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ttumaczenia. Przykltadowo przy wykupie dostepu do DeepL Pro nalezy zaak-
ceptowac o$wiadczenie ,,Nie bede korzystal(a) z DeepL Pro do eksploatacji kry-
tycznej infrastruktury (...) i przyjmuje do wiadomosci, ze ze wzgledu na swdj
charakter, ttumaczenia maszynowe moga by¢ nieprecyzyjne”; podobnie Micro-
soft: ,,nie odpowiada za wszelkie niescistosci, bledy lub szkody spowodowane
nieprawidlowym tlumaczeniem zawartosci oraz za wykorzystanie tej zawarto-
$ci przez klientow.” Szczegélnej ostroznosci i oceny ryzyka wymaga stosowa-
nie surowego tlumaczenia maszynowego w branzy prawnej, finansowej i opieki
zdrowotnej (Intento i TAUS 2021).

Jako$¢ ttumaczenia maszynowego

Jakos¢ tlumaczen maszynowych ocenia si¢ na podstawie miar automatycznych,
takich jak BLEU, METEOR czy TER (por. Way 2018), oraz na podstawie ocen
dokonywanych przez czlowieka. Pierwszy typ miar daje szybka, tanig i mniej
subiektywna oceneg, ktdra jednak odbiega od standardowego holistycznego spo-
sobu oceny tlumaczen, dlatego niezbe¢dne jest faczenie miar automatycznych
z oceng jakosci przez czlowieka.

Jako$¢ tlumaczenia maszynowego zalezy od ilosci, jakosci i adekwatno-
$ci danych treningowych, czyli korpuséw réwnoleglych i jednojezycznych, typu
tekstu, jego zlozonosci i pary jezykowej. Im wigcej danych i im lepiej s3 one
dostosowane dziedzinowo i stylistycznie do tlumaczonego tekstu, tym lepszy
efekt. Jako$¢ mozna réwniez poprawi¢ przez wlasciwe przygotowanie tekstu do
ttumaczenia maszynowego od strony jezykowej (zob. sekcja dotyczaca preedy-
cji) i technicznej (np. teksty po konwersji z OCR). Ponadto sg jezyki, dla ktérych
z racji ich skali i potencjatu komercyjnego istnieje duzo danych treningowych
(high-resource languages); sa jezyki, dla ktorych danych jest relatywnie niewiele
(low-resource languages). Wigkszos¢ silnikow daje najlepsze efekty dla tluma-
czenia z angielskiego na hiszpanski, chinski i rosyjski (Intento i TAUS 2021), co
— ZWazZywszy, ze s3 to jedne z najczesciej uzywanych jezykow na $wiecie — nie
dziwi. Jako$¢ moze rowniez zaleze¢ od kierunku ttumaczenia. Ponizszy zrzut
ekranu (rys. 2) przedstawia ocene jakosci ttumaczenia maszynowego w unij-
nym systemie eTranslation aktéw prawa krajowego transponujacych unijne dy-
rektywy na inne jezyki urzedowe Unii Europejskie;j.

Jezeli chodzi o tltumaczenia z angielskiego, najwyzsze noty osiagaja pary
EN-ES, EN-MT, EN-PT, $rednie noty — czyli ,.jako$¢ wystarczajaca, by zrozu-
mie¢ tre$¢” — pary EN-BG, EN-CS, EN-DA, EN-EL, EN-FR, EN-IT, EN-NL,
EN-RO i EN-SV, natomiast pozostale pary jezykowe, w tym EN-PL, uzyskuja
najnizsza jakos¢, czyli ,jakos¢ dajaca ogdlny obraz” Dla tlumaczenia z jezyka
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1) 0 TLUMACZENIE MASZYNOWE

Od EN na:

Termin transpozycji: 05/07/2020

Rys. 2. Stopnie jakos$ci thtumaczenia maszynowego przypisane do par jezykowych w eTran-
slation, https://eur-lex.europa.eu/legal-content/PL/NIM/?uri=CELEX:32018L0852&qi-
d=163 9859537591 (dostep: 10.12.2021).

polskiego jedynie para PL-EN uzyskuje najwyzsza jako$¢, pary PL-MT i PL-ES
$rednig jako$¢, a pozostale jezyki niska jakos¢.

Powyzsze poziomy jakosci dotycza surowego tlumaczenia maszyno-
wego. Z punktu widzenia ttumacza/postedytora dobra jako$¢ thumaczenia ma-
szynowego to taka, ktdra pozwala przyspieszy¢ proces tltumaczenia. W przettu-
maczonym maszynowo tekscie sa zazwyczaj segmenty o zréznicowanej jako-
$ci: czg$¢ nie wymaga zadnego dzialania ze strony postedytora, cz¢§¢ wymaga
mniejszej lub wigkszej korekty, a cze$¢ musi by¢ przettumaczona od zera, gdyz
postedycja bytaby zbyt czasochtonna.

Postedycja i jej rodzaje

Postedycja jest uwazana za profesjonalny obszar dzialalnosci — w 2017 r. or-
ganizacja ISO opublikowala odrebng norme 18587 Translation services — Po-
st-editing of machine translation output — Requirements. Norma ta nie zosta-
ta wdrozona przez Polski Komitet Normalizacyjny i nie znajduje si¢ aktualnie
w planach wdrozenia do norm PN°.

Postedycja polega na edycji i korekcie ttumaczen maszynowych przez
cztowieka w celu zapewnienia ich zrozumialosci i zgodnosci z tekstem Zrédlo-
wym (ISO 2017: 6). Wymaga zatem dwujezycznego przetwarzania tre$ci — zro-
zumienia segmentu zrédlowego oraz zrozumienia, oceny i korekty propozycji
jego tlumaczenia maszynowego (O’Brien w druku). Gdy propozycja ma niska
jako$¢, postedycja moze réwniez polegaé na przetlumaczeniu segmentu od

° Korespondencja mailowa z Polskim Komitetem Normalizacyjnym z dnia 27.12.2021 r.
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nowa. Postedycja rozni sie od zwyklej weryfikacji ttumaczenia, gdyz maszyna
popelnia inny typ bledéw niz czlowiek. Jest to nowy typ ustug na rynku ttu-
maczeniowym — niektére biura kieruja do tlumaczy zapytania o §wiadczenie
ustug postedycji, dostepnych jest coraz wiecej szkolen ,,oswajajacych” ttumaczy
z t3 koncepcja, a kierunki ttumaczeniowe wprowadzajg postedycje do swoich
programoéw studidw.

Osobe wykonujacg postedycje norma okresla mianem postedytora.
Jak stusznie zauwaza O’Brien (w druku), mozna polemizowac¢ z koniecznos$cia
tworzenia nowej nazwy — ttumacz pracujacy w trybie hybrydowym z kom-
binacja technologii (ttumaczenie wspomagane maszynowo), jak np. podsta-
wienia z pamieci ttumaczeniowej, podpowiedzi z silnika tlumaczenia maszy-
nowego i ttumaczenie od podstaw niektérych segmentdéw, jest nadal ttuma-
czem.

Wyrdznia sie dwa glowne'® typy postedycji: lekka (zwang réwniez pod-
stawowa) i pelng. Wedlug normy ISO 18587 celem lekkiej postedycji (light po-
stediting) jest uzyskanie ,,jedynie zrozumiatego” tekstu ,,bez jakiejkolwiek proby
uzyskania produktu poréwnywalnego do ttumaczenia wykonanego przez czlo-
wieka”; z kolei celem pelnej postedycji (full postediting) jest uzyskanie tekstu
poréwnywalnego do tlumaczenia wykonanego przez czlowieka (ISO 2017: 2).
W tabeli nr 1 zestawiono najwazniejsze zasady lekkiej i pelnej postedycji wedtug
normy ISO 18587. Warto podkresli¢, iz w obu przypadkach istota postedycji
jest maksymalne wykorzystanie surowego ttumaczenia maszynowego (O’Brien
w druku), gdyz jednym z jej celéw jest skrocenie czasu ttumaczenia i obnizenie
jego kosztéw (ISO 2017: v).

W przypadku lekkiej postedycji jednym z czestych problemoéw jest nad-
mierna edycja ttumaczenia maszynowego (overediting), tj. poprawianie np. ble-
dow stylistycznych, natomiast w przypadku pelnej postedycji — niedostateczna
edycja tltumaczenia (underediting).

Status lekkiej postedycji jest kontrowersyjny, gdyz granica miedzy lekka
a pelng postedycja jest nieostra i bywa subiektywnie rozumiana zaréwno przez
postedytoréw, dostawcow ustug ttumaczeniowych, jak i klientéw (por. Nunzia-
tini i Marg 2020), a watpliwo$ci budzi réwniez mozliwos¢ wykonania lekkiej

12 Na rynku istniejg tez rozwigzania poérednie, jak np. srednia postedycja (medium post-editing),
definiowanie akceptowalnych kategorii btedow i ich liczby oraz wagi (Nunziatini i Marg 2020),
a takze rozwigzania niskokosztowe: jednojezyczna postedycja czy automatyczna postedycja (Vie-
ira 2019; Nitzke i Hansen-Schirra 2021: 32-33). W innym ujeciu postedycje dzieli si¢ na statycz-
ng, w ktorej thumaczenie maszynowe jest edytowane jako odrebny krok, i interakcyjna, w ktérej
program uczy si¢ na podstawie korekt wprowadzonych przez tlumacza, adaptujac ttumaczenie
maszynowe (Vieira 2019: 322).
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Tabela 1. Zasady lekkiej i pelnej postedycji na podstawie normy 18587 (ISO 2017: 6,
8,10)

Lekka postedycja Pelna postedycja

* Zzapewnienie, ze nie pominieto ani *  zapewnienie, Ze nie pominieto ani
nie dodano zadnych informacji nie dodano zadnych informacji

* zredagowanie niewlasciwych tresci *  zredagowanie niewlasciwych tresci

* zmiana struktury zdan w przypadku *  zmiana struktury zdan w przypadku
nieprawidltowego i niejasnego znacze- nieprawidtowego lub niejasnego zna-
nia czenia

* maksymalne wykorzystanie surowego | ®*  maksymalne wykorzystanie surowego
ttumaczenia maszynowego Humaczenia maszynowego

* stworzenie tekstu docelowego, ktéry
jest poprawny gramatycznie, sktadnio-
wo i semantycznie

* zapewnienie zgodnosci z terminologia
dziedzinowg

* zapewnienie konsekwencji terminolo-
gicznej i leksykalne;j

* zastosowanie zasad ortograficznych
i interpunkcyjnych

* zapewnienie stylu wlasciwego dla da-
nego gatunku tekstu

* zapewnienie adekwatnoéci ttumacze-
nia dla odbiorcy docelowego i prze-
znaczenia tresci w jezyku docelowym

* prawidlowe sformatowanie tekstu

* jezeli specyfikacja projektu tego wyma-
ga: zapewnienie zgodnosci z termino-
logia klienta, materiatami referencyjny-
mi, wytycznymi stylistycznymi klienta
i wytycznymi postedycyjnymi

postedycji ,,bez jakiejkolwiek préby uzyskania produktu poréwnywalnego do
ttumaczenia wykonanego przez czlowieka” czy mierzalnos¢ ,jedynie zrozu-
miatego” tekstu (O’Brien w druku). Mozna fatwo zauwazy¢, ze pierwsze cztery
punkty (wyrdznione kursywa) w Tabeli 1 s3 takie same dla obu typow, czyli
w obu przypadkach oczekuje sie weryfikacji ttumaczenia maszynowego z tek-
stem zrédlowym i zapewnienia dokladno$ci przekazu informacyjnego, a takze

wyeliminowania nieprawidlowego i niejasnego znaczenia. Tlumaczenie po lek-
kiej postedycji powinno by¢, jak zauwazono w normie, ,,zrozumiate i doklad-
ne, ale nie musi by¢ adekwatne stylistycznie” (ISO 2017: 10, ttumaczenie L.B.,
dodano wyrodznienie). Przy czym w normie 18587 zastrzezono, ze dotyczy ona
przede wszystkim pelnej postedycji, z kolei lekkg postedycje — uwzgledniona
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w niej wylacznie w celach informacyjnych'' — stosuje sie zazwyczaj dla tekstow
niepodlegajacych publikacji i w thtumaczeniu dla celéw ,information gisting” —
pobieznego zapoznania si¢ z tekstem, np. aby zrozumie¢ jego mysl przewodnia
(ISO 2017: 10), lub gdy akceptowalna jest ,wystarczajaco dobra” jakos¢. Pelna
postedycja oprocz weryfikacji dokladnosci ttumaczenia zaklada bardziej ak-
tywna ingerencje w stylistyke tekstu, jego poprawnos¢ jezykows, naturalnoéé
i przejrzystos¢. W rezultacie powinien powstac tekst docelowy, ktory jest ,,nie
do odrdznienia” od tlumaczenia wykonanego przez czltowieka (ISO 2017: 8).
Zatem dobdr poziomu postedycji zalezy w pierwszej kolejnosci od celu ttuma-
czenia.

Warto jednak zwrdci¢ uwage na pewng niekonsekwencje w rozréznia-
niu tych dwdch typéw postedycji — trudno jest uzyska¢ dokladny przekaz in-
formacyjny w ttumaczeniu specjalistycznym bez zastosowania prawidlowej ter-
minologii dziedzinowej, ktora ujeta jest wylacznie w pelnej postedycji. Terminy
s3 jednostkami wiedzy. Wydaje sie, ze zapewnienie zgodnosci z terminologia
dziedzinowa powinno by¢ réwniez skladowa lekkiej postedycji (w odréznieniu
od zmian wynikajacych z preferencji terminologicznych klienta). Sprawdzenie
dokladnosci ttumaczenia wymaga weryfikacji terminologii, zwlaszcza przy pra-
cy z ogo6lnym silnikiem. Niezaleznie od kontrowersji lekka postedycja pojawia
sie na rynku; przykladowo znajduje sie w ofercie unijnej agencji CdT, Centrum
Ttumaczen dla Organéw Unii Europejskiej'2.

Chociaz w przeciwienstwie do normy ISO 17100 norma ISO 18587 nie
wymaga stosowania zasady ,,dwdch par oczu”, czyli dodatkowej weryfikacji po-
stedytowanego ttumaczenia przez innego specjaliste, niektore biura ttumaczen
stosuja ja w ramach pelnej postedycji.

Zalety postedycji dla ttumaczy

Korzysci plynace z korzystania z tlumaczenia maszynowego to przede wszystkim
mozliwos¢ zwiekszenia wydajnosci pracy i szybkosci ttumaczenia, ktére uzyskuje
sie dzieki podstawieniu propozycji ttumaczenia, wigkszej ergonomii pracy (mniej
pisania na klawiaturze), automatyzacji czasochlonnych rutynowych zadan, a przy
uzyciu silnikéw wytrenowanych na danych dziedzinowych — ograniczeniu czasu
wyszukiwania i weryfikowania terminologii oraz przeszukiwania pamieci thuma-
czeniowych. Jednak nalezy podkresli¢, ze badania przynosza bardzo rézne i nie-

1 Implikuje to, ze pelna postedycja jest rozwigzaniem standardowym, natomiast lekka postedy-
cja - mozliwym, ale mniej pozadanym i wyjetym spoza zakresu standaryzacji.

12 http://www.cdt.europa.eu/en/news/centre-offers-light-post-editing-december ~ (dostep:
10.12.2021).
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kiedy sprzeczne wyniki dotyczace zwigkszenia wydajnosci i szybkosci thumacze-
nia, gdyz zalezy to od jakosci surowego tlumaczenia maszynowego. Co do zasady,
wzrost jest dos¢ skromny — zazwyczaj na poziomie kilku lub kilkunastu procent.
Potwierdza to m.in. badanie Stefaniak (2020) z udzialem ttumaczy jezyka polskie-
go z Dyrekcji Generalnej Komisji Europejskiej ds. Ttumaczen Pisemnych, ktorzy
i tak pracowali z systemem przeszkolonym na tekstach unijnych. W przypadku
silnikéw ogdlnych wzrost moze by¢ jeszcze mniejszy (czy nawet zerowy). Im le-
piej silnik jest dostosowany dziedzinowo i gatunkowo, tym wyzszego wzrostu wy-
dajnosci mozna si¢ spodziewac, cho¢ z ostroznoscig nalezy aktualnie podchodzi¢
do twierdzen (gléwnie dostawcéw silnikéw) o wzrostach na poziomie 50%. Do-
datkowa zaletg jest to, ze ttumaczenia maszynowe moga stanowi¢ inspiracje lub
da¢ wglad w inne rozwigzanie, zwlaszcza dla jezykéw o ograniczonych zasobach
(Cadwell i in. 2016). Moga tez pelni¢ role stownika i punktu wyjscia przy szu-
kaniu ekwiwalentu terminologicznego. Ponadto w przeciwienstwie do czlowieka
maszyna sie nie meczy i utrzymuje konsekwentny poziom jakosci, moze by¢ za-
tem wsparciem dla thumacza-czlowieka zwtaszcza pod koniec intensywnego dnia
pracy. Rozszerzenie swojego zakresu ustug o postedycje moze takze zapewni¢ do-
datkowy przyplyw zlecen.

Wyzwania w postedycji

Jakie sg stabe strony ttumaczenia maszynowego? Tlumaczenia maszynowe po-
legaja w gruncie rzeczy na ponownym wykorzystaniu za pomoca algorytméow
istniejacych tlumaczen wykonanych przez cztowieka. Maszyna zatem nie mysli
i nie rozumie tego, co ttumaczy. Dobrze radzi sobie z przewidywalnymi, kon-
trolowanymi i rutynowymi tre$ciami, np. instrukcjg czy interfejsem uzytkowni-
ka; natomiast gorzej z treSciami kreatywnymi i nieszablonowymi, np. reklama
(Massey i Ehrensberger-Dow 2017). Zasadniczo przyjmuje sie, ze jezeli tekst
nadaje si¢ do tlumaczenia z wykorzystaniem pamieci tltumaczeniowej, moze
réwniez nadawac si¢ do ttumaczenia maszynowego (Nitzke i Hansen-Schirra
2021:41). W przypadku tekstow kreatywnych korzystanie z ttumaczenia maszy-
nowego moze mie¢ negatywny wplyw na jakos¢ tekstu docelowego, gdyz pro-
ponowane przez maszyne szablonowe rozwigzania moga utrudnia¢ thumaczowi
wyj$cie poza proponowany schemat i wypracowanie oryginalnych rozwigzan
jezykowych. Badania nad jezykiem postedytowanych ttumaczen maszynowych
(posteditese) wykazuja, iz odbiegaja one w wiekszym stopniu niz tlumaczenia
ludzkie (translationese) od jezyka tekstow nieprzettumaczonych — posteditese
jest bardziej uproszczony, znormalizowany i czgsciej wystepuje w nim zjawisko
interferencji (por. np. Toral 2019). Ponadto, a moze przede wszystkim, maszyny
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wciaz nie sa w stanie w adekwatnym stopniu uwzglednia¢ kontekstu. Przewaga
ttumacza-cztowieka polega na holistycznym przetwarzaniu tekstu z uwzgled-
nieniem szerokiego kontekstu: kompetentny ttumacz ,widzi” tekst jako calosc¢,
rozumie jego kontekst uzycia, dostosowuje tekst do odbiorcy i ocenia konse-
kwencje (wizerunkowe, ideologiczne, finansowe czy prawne) poszczegdlnych
wyboréw tlumaczeniowych.

Z punktu widzenia tlumacza wzrost wydajnosci uzyskany dzieki poste-
dycji moze by¢ okupiony wiekszym wysitkiem. Wysilek w postedycji dzieli si¢
na: wysilek czasowy (ile czasu zajmuje postedycja), techniczny (liczba wykona-
nych zmian, pisanie na klawiaturze, ruchy myszka i inne czynnosci fizyczne)
i kognitywny (czytanie, rozumienie, identyfikacja bledéw, szukanie rozwigzan,
proces decyzyjny, uwzglednianie zalecen i oczekiwan) (Krings 2001, O’Brien
w druku). Niektérzy badacze uwazaja, ze postedycja jest bardziej obciazajacym
i wyczerpujacym zajeciem niz tlumaczenie od podstaw bez wsparcia ttuma-
czenia maszynowego (por. O’Brien w druku). Wysitek zwigkszany jest réwniez
przez koniecznos¢ przetwarzania wiekszej ilosci informacji, np. zaréwno pod-
powiedzi z pamieci tltumaczeniowej, jak i podpowiedzi tlumaczenia maszyno-
wego (O’Brien w druku, Nitzke i Hansen-Schirra 2021: 27). Postedytor musi
utrzymac wysoki poziom skupienia przez caly czas trwania zadania postedycyj-
nego, co moze by¢ trudne z racji jego wigkszej monotonii i mniejszej kreatyw-
nos$ci w poréwnaniu z thumaczeniem.

Kolejnym niezwykle istotnym wyzwaniem jest konieczno$¢ szybkiego
i kompetentnego identyfikowania bledéw w ttumaczeniu, zwlaszcza w zakresie
dokladnosci tlumaczenia. Jest to szczegélnie trudne w pracy z neuronowymi
ttumaczeniami maszynowymi ze wzgledu na ich ,,zwodniczg” ptynnos¢ i na-
turalno$¢ przy jednoczesnych bledach w przekazie informacji (zob. Way 2018:
164; Vieira 2019: 326). Bledy te moga by¢ krytyczne, np. zmieniajace sens zda-
nia opuszczenie przeczenia ,not” (,,nie”). Wysoka plynno$¢ usypia czujnosc.
Jest to realne, gdyz podczas postedycji redagowany tekst jest przetwarzany po-
wierzchownie — znacznie mniej doglebnie niz podczas tlumaczenia (por. Biel
2021). Wychwycenie bledéw w przekazie informacji jest utrudnione i wymaga
zrozumienia tekstu, ,,dobrego oka” i duzej wprawy, gdyz tego typu bledy po-
pelniane przez maszyne sa nieprzewidywalne. Ponizej przyklad nieoczekiwanej
kreatywnosci programu DeepL", ktéry dodal nazwe spotki Moneybookers do
zdania dotyczacego zupelnie innego podmiotu:

B Tlumaczenie wykonane w 2020 r. Pod koniec 2021 r. silnik DeepL proponuje juz inne - po-
prawne i bardziej naturalne - ttumaczenie tego fragmentu ,,Firma moze udostepnia¢ dane osobo-
we uzytkownikéw zewnetrznym dostawcom, ustugodawcom i partnerom, ktorzy $wiadcza na jej
rzecz ustugi przetwarzania danych..”), co pokazuje jego stala ewolucje.
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We may share your Personal Data with our third party vendors, services
providers and partners who provide data processing services to us...
Mozemy udostgpni¢ Dane Osobowe uzytkownika sprzedawcom ze-
wnetrznym, dostawcom ustug i partnerom firmy Moneybookers, ktérzy
Swiadczq ustugi w zakresie przetwarzania danych osobowych ...

Kreatywnos¢ polegajaca na tworzeniu nowych form moze dotyczy¢
nazw wiasnych, acinskich, nomenklatury chemicznej oraz sléw o niskiej cze-
sto$ci (por. Stefaniak 2020).

Bledy poprawiane przez postedytora po maszynie moga dotyczy¢ za-
réwno dokladnosci, naturalnosci, jak i kwestii technicznych. Jest wiele klasyfi-
kacji bledow w ttumaczeniu maszynowym, a w tym opracowaniu ogranicze si¢
do przedstawienia najczestszych typoéw bledéw — zob. rys. 3 ponizej.

Rys. 3. Czeste bltedy w thumaczeniu maszynowym

Czeste bledy w ttumaczeniu maszynowym

* bledny przekaz informacji: dodanie lub opuszczenie fragmentu, nieprze-
ttumaczenie fragmentu, znieksztalcenie tresci, zwlaszcza w przypadku
krotkich segment6w, wieloznacznosci czy ograniczonego kontekstu

* niewlasciwy dobdr terminologii, nieuwzglednianie terminologii zalecanej
czy preferencji terminologicznych klienta

* brak konsekwencji terminologicznej w obrebie segmentu i tekstu

* brak spdjnosci tekstu (np. stylistycznej, sktadniowej)

* tlumaczenie nieadekwatne rejestrowo (np. formy adresatywne, zbyt po-
toczne lub zbyt formalne thumaczenie)

* tlumaczenie nazw wilasnych i innych jednostek, ktore nie powinny by¢ thu-
maczone, np. adresy e-mail czy URL (non-translatables)

* bledne rozszyfrowanie skrotow i skrotowcow (np. GDPR — PKBR zamiast
RODO) i innych form pisanych wielka literg

¢ dostowne ttumaczenie metafor, idiomow, ironii, sarkazmu

* nieradzenie sobie z neologizmami, slangiem

* nierozumienie kontekstu i nawigzan kulturowych (np. Odprawa postéw
greckich — Severance package for Greek MPs, Checks on Greek Members za
DeepL)

* bledy interpunkcyjne, leksykalne, frazeologiczne i gramatyczne, np. szyk
zdania, zwigzek zgody, zaimki, formy czasownikowe (por. np. Stefaniak
2020: 3-4)

* opuszczenie tagdw lub umieszczenie ich w niewlasciwym miejscu

* nieprawidlowe formatowanie dat, jednostek miary itp.
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Proces postedycji

Przystepujac do postedycji (rys. 4), nalezy najpierw zweryfikowac jako$¢ ttuma-
czenia maszynowego pod katem jego przydatnosci, gdyz moze si¢ zdarzy¢, ze dla
danego tekstu bedzie bezuzyteczne. Jezeli jest ona zadowalajaca, warto najpierw
przejrze¢ ttumaczenie maszynowe pod katem powtarzajacych sie bledow, ktére
mozna wyeliminowa¢ hurtowo przez funkcje ,Znajdz i zamiert”. Przykladowo
moga to by¢ elementy niepodlegajace ttumaczeniu, ktdre zostaly przettumaczo-
ne, daty zapisane w nieprawidlowym formacie itp. Pracujgc z segmentem, nalezy
szybko oceni¢ przydatno$¢ ttumaczenia maszynowego — ta ocena nie powinna
zaja¢ wiecej niz dwie' sekundy (tzw. ,zasada dwoch sekund”); warto réwniez na-
uczy¢ sie skrotow klawiszowych, aby szybciej zatwierdza¢ lub odrzuca¢ ttumacze-
nie (por. Zaretskaya 2017: 122). Jezeli ttumaczenie jest poprawne, nalezy je wyko-
rzystac i unika¢ zbednej edycji. Podczas postedycji szczegdlng uwage zwraca si¢
na przekaz informacji, konsekwencje terminologiczng i sp6jnos¢. Terminy war-
to doda¢ do bazy terminologicznej, aby mogly by¢ sprawdzone automatycznie.
W lekkiej postedycji skupiamy si¢ na dokladnosci thumaczenia; w pelnej postedy-
cji dodatkowo na jego naturalnosci. Na zakonczenie wykonujemy kontrole auto-
matyczng oraz sprawdzamy tekst, sczytujac go najlepiej poza srodowiskiem CAT.

~

* Ocena przydatnos$ci thumaczenia maszynowego na poziomie tek-
stu

Tekst * Identyfikacja powtarzajacych sie btedéw i ich zbiorcze wyelimi-

nowanie

\ Weryfikacja non-translatables Y,

("« Lokalna ocena tlumaczenia maszynowego w segmencie - zasada \
2 sekund

* Weryfikacja i korekta doktadnosci i zrozumiato$ci ttumaczenia

* Pelna postedycja:

Segment - weryfikacja i korekta naturalnosci ttumaczenia (poprawno$é
jezykowa, stylistyka)

- zapewnienie zgodnosci ze specyfikacja i wytycznymi

\_~ weryfikacja i korekta formatowania Y,

~

* Automatyczna kontrola jakosci (QA)
* Sprawdzenie (sczytanie) ttumaczenia — tekst jako catos¢

Tekst

Rys. 4. Proces postedycji

4 Spotyka sie réwniez limit 3-4 sekund.
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Kwalifikacje i kompetencje postedytora

Postedycja — jak kazdy obszar profesjonalnej dziatalnosci — wymaga po-

siadania stosownych kwalifikacji, kompetencji i do§wiadczenia. Wymagania

stawiane postedytorom w normie ISO 18587 s3 takie same jak wymagania

dla tlumaczy w normie ISO 17100. I tak, jezeli chodzi o kwalifikacje i do-

$wiadczenie, postedytor powinien spetnia¢ co najmniej jeden z nast¢pujacych

warunkow:

1) dyplom ukonczenia studiéw w dziedzinie thlumaczenia, jezykoznawstwa
lub innych studiéw jezykowych;

2) dyplom ukonczenia studiéw na innym kierunku oraz dwa lata praktyki
w pelnym wymiarze w zakresie ttumaczenia lub postedycji;

3) pie¢ lat praktyki w pelnym wymiarze w zakresie ttumaczenia lub poste-
dycji (ISO 2017: 8).

Podobnie zestaw kompetencji postedytora obejmuje: kompetencje
ttumaczeniowe, kompetencje jezykowe i tekstowe, kompetencje dziedzinowe,
kompetencje kulturowe, kompetencje badawcze i w zakresie pozyskiwania
i przetwarzania informacji oraz kompetencje techniczne (ISO 2017: 7). Wydaje
sie to by¢ jednak nadmiernym uproszczeniem, gdyz postedycja wymaga dodat-
kowych kompetencji.

Bardziej ztozony, ale lepiej dostosowany do specyfiki postedycji akade-
micki model kompetencji postedytora, zaproponowany przez Nitzke, Hansen-
Schirra i Canfore (2019), dzieli kompetencje na podstawowe i uzupelniajace:

. kompetencje podstawowe: kompetencje w zakresie oceny ryzyka, kom-
petencja strategiczna (wybor wlasciwej strategii — petna lub lekka po-
stedycja), kompetencje konsultingowe (komunikowanie ryzyka); kom-
petencje w zakresie $wiadczenia ustug (wlasciwa wycena nakladu pracy,
znajomos¢ rynku, obstuga klienta);

. kompetencje uzupelniajace: kompetencje jezykowe w zakresie jezy-
ka zrodlowego i docelowego, kompetencje pozajezykowe (dziedzino-
we, kulturowe), kompetencje instrumentalne (korzystanie z narzedzi),
kompetencje badawcze (wyszukiwanie informacji), kompetencje wery-
fikacyjne, kompetencje ttumaczeniowe, kompetencje w zakresie ttuma-
czenia maszynowego (znajomos¢ bledow i zagrozen zwigzanych z tlu-
maczeniem maszynowym), kompetencje postedycyjne (umiejetno$é
identyfikacji bledéw generowanych przez ttumaczenie maszynowe)
(Nitzke, Hansen-Schirra i Canfora 2019: 250).
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Mozna polemizowa¢ z powyzszym modelem — za podstawowe kom-
petencje nalezaloby jednak uzna¢ kompetencje tlumaczeniowe, weryfikacyjne,
postedycyjne i w zakresie tlumaczenia maszynowego. Natomiast dobrze po-
kazuje on, iz od postedytora oczekuje sie oprécz standardowych kompetencji
ttumaczeniowych szeregu dodatkowych umiejetnosci. Niewatpliwie wazna jest

umiejetnos$¢ oceny tekstu pod katem przydatnosci ttumaczenia maszynowe-
go, globalna ocena jakosci ttumaczenia maszynowego i szybka lokalna ocena
podstawienia maszynowego w segmencie. Na pierwszy plan jednak wysuwa
sie kompetencja weryfikacyjna, czyli umiejetno$¢ oceny i korekty tlumaczenia
wykonanego przez maszyne, zrozumienie tekstu (czgsto specjalistycznego) oraz
przede wszystkim szybka identyfikacja bledow znaczeniowych w nierzadko
plynnym tlumaczeniu i umiej¢tnos¢ ich wyeliminowania. W zmodyfikowa-
nym modelu Nitzke i Hansen-Schirry na pierwszy plan wysunigto kompetencje
w zakresie identyfikacji, klasyfikacji i korekty bledow, co w lepszym stopniu od-
zwierciedla specyfike postedycji (2021: 75). Dodatkowo wazna jest umiejetno$¢
»oderwania” sie od wlasnych preferencji stylistycznych i unikania nadmiernego
poprawiania akceptowalnego ttumaczenia. Niekiedy od postedytoréw wymaga
sie rowniez przedstawiania strukturyzowanych informacji zwrotnych na temat
jakosci thumaczenia maszynowego w celu jego optymalizacji.

Wydaje sig¢, ze wraz z upowszechnianiem si¢ postedycji waga kompe-
tencji weryfikacyjnych bedzie w przyszlosci rosta. Z racji koniecznosci szybkiej
identyfikacji bledéw znaczeniowych mozna zakladac, ze bedzie tez rosta waga
kompetencji tematycznych. Warto réwniez pamietaé o pojawiajacym si¢ w do-
bie automatyzacji problemie spadku umiejetnosci — w tym przypadku stricte
ttumaczeniowych w sytuacji zaangazowania gtéwnie w postedycje (por. Cadwell
iin. 2016).

Rozliczanie postedycji

Dla lekkiej postedycji przyjmuje si¢ norme¢ rzedu 800-1400 stéw (ok. 3,5-6
stron rozliczeniowych) na godzine, dla pelnej postedycji od 500 do 1000 stéw
(ok. 2-4,5 strony) na godzine. Sa to wigc normy co najmniej dwukrotnie wyz-
sze niz dla ttumaczenia, cho¢ szybko$¢ postedycji oczywiscie zalezy od wielu
czynnikow — jakosci ttumaczenia maszynowego, typu tekstu czy stopnia jego
ztozonosci jezykowej i tematyczne;.

Istnieje kilka sposobéw rozliczania postedycji: wedlug liczby stow zré-
dlowych, stawki godzinowej lub odlegltosci edycyjnej, a stawki mogg by¢ tez
uzaleznione od typu silnika (ogélny, wyspecjalizowany). Praktyka rynkowa
jeszcze sie ksztaltuje w tym zakresie. Stawki za postedycje zazwyczaj wynosza
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od 50% do 90% stawek za ttumaczenie, przy czym dolna granica dotyczy lekkiej
postedycji, gérna — pelnej postedycji. Stawki godzinowe lub rozliczanie czasu
spedzonego nad postedycja poszczegdlnych segmentéw uwzgledniaja wysiltek
czasowy w postedycji. Moga do tego stuzy¢ przyktadowo wtyczki w narzedziach
CAT, jak np. Qualitivity (por. Nitzke i Hansen-Schirra 2021: 45). Innym typem
rozliczania postedycji jest odleglo$¢ edycyjna (edit distance), ktéra bierze pod
uwage wysilek techniczny, czyli liczbe zmian wprowadzonych w postedytowa-
nym segmencie (por. O’Brien w druku). Moze by¢ mierzona odleglo$cia Leven-
shteina, uwzgledniajacg liczbe wstawionych lub usunietych znakow, lub czesciej
miarg TER (Translation Edit Rate), liczaca stopien zmiany segmentu wejscio-
wego w stosunku do wynikowego w skali 0-1 lub 0%-100% (O’Brien w druku).
Przyktadowo przy zmianach powyzej 50% segmentu platna jest petna stawka,
40-49% - znizka 20%, 30-39% - znizka 30%, 20-29% - 40%, 10-19% - 50%, 6-10%
- 65%, 1-5% - 70%, 0% - 75%. Ten tryb rozliczania nie uwzglednia jednak na-
kfadu czasu poswieconego na dokonanie zmian — korekta koncowki fleksyjnej
nie zajmuje duzo czasu, a weryfikacja koniecznodci zmiany terminologicznej
moze by¢ czasochtonna. Zadna z tych miar nie uwzglednia niestety (wiekszego)
wysitku kognitywnego w postedycji.

Sposéb rozliczania postedycji budzi niepokdj wérod ttumaczy. Stawki
s3 nizsze niz za ttumaczenie, z kolei wzrost wydajnosci i szybkosci jest wciaz
relatywnie skromny zwlaszcza w postedycji ttumaczen z ogdlnych silnikow,
z ktoérych agencje nierzadko korzystaja. Niekorzystne rozliczanie postedycji
w polaczeniu z niska akceptacjg postedycji wsrdd tlumaczy (por. Nitzke, Han-
sen-Schirra i Canfora 2019) moze prowadzi¢ do ich odptywu do innych profesji
(do Carmo 2020) i przekladac si¢ na problemy w rekrutowaniu do$§wiadczonych
i kompetentnych ttumaczy do postedycji.

Preedycja — przygotowanie tekstu do ttumaczenia maszynowego

Kolejnym zagadnieniem zwigzanym z ttumaczeniem maszynowym jest preedy-
cja, czyli edycja tekstu zrodlowego w celu przygotowania go do ttumaczenia
maszynowego i w rezultacie uzyskanie produktu ttumaczenia maszynowego
o lepszej jakosci i skrocenie czasu postedycji. Preedycja jest opisana w Zalaczni-
ku C normy postedycyjnej ISO 18587. Przygotowanie tekstu do ttumaczenia jest
zalecane, gdy ma by¢ ttumaczony na wiecej niz trzy jezyki oraz dla ttumaczen
piwotowych, tj. wykonywanych poprzez jezyki posrednie, gdyz jest to mniej cza-
sochfonne niz poprawianie kilku tekstow wynikowych. Zakres preedycji moze
by¢ rézny. W szerokim ujeciu ma forme tzw. preedycji jezykowej (linguistic
pre-editing), polegajacej na przeredagowaniu tekstu i jego uproszczeniu przez
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stosowanie krotszych zdan, wyeliminowanie ztozonych i wieloznacznych form
syntaktycznych, a takze zapewnienie konsekwentnego uzycia termindéw oraz
zneutralizowanie innych elementéw, ktére moga by¢ problematyczne w tluma-
czeniu maszynowym. W waskim ujeciu preedycja oznacza sprawdzenie tekstu
zrodlowego pod katem ortografii, formatowania, jak i otagowanie np. nazw wta-
snych w tekscie, aby nie zostaly przettumaczone (ISO 2017: 11).

Kwestie etyczne zwigzane z ttumaczeniem maszynowym i postedycja

Tlumaczenia maszynowe i postedycja wiaza sie z szeregiem probleméw etycz-
nych: 1) tworzenie i trenowanie silnikéw — kwestia wlasnosci danych, zgody
na ich uzycie, ochrony danych osobowych; 2) korzystanie z surowego tluma-
czenia maszynowego — odpowiedzialno$¢ za bledy w tlumaczeniu; 3) etyczne
korzystanie z ttumaczenia maszynowego przez ttumaczy — kwestia informo-
wania klienta/biura i ryzyka zwigzane z poufnoscig danych; 4) status zawodowy
ttumaczy i trwalo$¢ zawodu — rozliczanie postedycji i poziom satysfakcji ttu-
maczy; 5) kwestie srodowiskowe — energochtonnos¢ neuronowych ttumaczen
maszynowych; 6) réznorodnos¢ — reprezentacja jezykow w ttumaczeniu ma-
szynowym (Moorkens w druku), a takze 7) jezykowa reprezentacja plci®.

Zajme si¢ pokrotce etycznym korzystaniem z tlumaczenia maszyno-
wego przez ttumaczy. Szczegdlnie problematyczne jest stosowanie darmowych
systeméw tlumaczenia maszynowego, gdyz zazwyczaj oznacza to przekazanie
bez wiedzy i zgody klienta danych (tekstu zrédlowego) do dyspozycji wiasci-
ciela systemu i grozi utrata poufnosci danych (por. Woloszyk 2021, réwniez
w kontekscie praw autorskich do tekstu zrédlowego). Te kwestie nalezy doklad-
nie sprawdzi¢ w regulaminie i w razie koniecznosci w zastosowaniach profesjo-
nalnych wykupi¢ abonament gwarantujacy ochrone danych — ich szyfrowanie,
usuwanie zaraz po przetlumaczeniu i nieudostepnianie osobom trzecim. Gdy
ttumacz positkuje si¢ ttumaczeniem maszynowym, powinien o tym fakcie poin-
formowac zleceniodawce i uzyskac na to jego zgode, gdyz ustuga postedycji nie
jest tozsama z ustuga ttumaczenia (Wotoszyk 2021). Z punktu widzenia biura
korzystanie bez jego wiedzy z ttumaczenia maszynowego przez ttumacza powo-
duje utrate kontroli nad proces tltumaczenia (Nitzke, Hansen-Schirra i Canfora
2019).

5 Przykladowo stereotypowe przypisywanie plci do zawodoéw: np. zdanie The doctor told the
nurse that she had been busy jest przez DeepL tlumaczone na polski z przypisaniem plci meskiej
lekarzowi Lekarz powiedziat pielegniarce, ze byla zajeta, dla poréwnania na jezyk niemiecki —
z przypisaniem plci zefiskiej: Die Arztin erzihlte der Krankenschwester, sie sei beschiiftigt gewese.
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Whioski: Jaka przyszlos¢ przed ttumaczami?

Pomimo dynamicznego rozwoju ttumaczen maszynowych wcigz nie osiaga-
ja one takiej jakosci jak ttumaczenia wykonane przez zawodowych ttumaczy
i nie s3 w stanie wyeliminowac z rynku ttumaczy-ludzi przynajmniej w krétko-
i $redniookresowej perspektywie. Tlumaczenia maszynowe maja i bedg mialy
ograniczone zastosowanie w obszarach kreatywnych, jak np. ttumaczenia lite-
rackie i transkreacja, a takze w obszarach krytycznych zwiagzanych z wysokim
ryzykiem zdrowotnym, finansowym czy prawnym oraz w obszarach wymaga-
jacych wzigcia odpowiedzialnosci za ttumaczenie (por. tez Wyndham 2021).
Jednak ttumaczenia maszynowe preznie si¢ rozwijajg i bez watpienia beda nam
towarzyszy¢ w przyszlosci, a poniewaz w zastosowaniach profesjonalnych nie-
zbedna jest ich postedycja, nieuniknione bedzie stopniowe przesuwanie si¢ za-
wodu ttumacza w kierunku postedycji, weryfikacji, redakcji i korekty. Pojawiaja
sie rowniez nowe zadania zwigzane z ttumaczeniami maszynowymi, jak np. pre-
edycja, ocena i optymalizacja systemdow ttumaczenia maszynowego czy obstuga
— »kuracja” — danych, czyli np. ich czyszczenie, anonimizacja i adnotowanie.
Rozwazania zakoncze trafng uwaga Arle Richarda Lommela: ,Ttumaczenia ma-
szynowe wyeliminuja tylko tych ttumaczy, ktérzy ttumacza jak maszyny. Ludzie
beda koncentrowa¢ si¢ na zadaniach wymagajacych inteligencji” (ttumacze-
nie L.B.).

BIBLIOGRAFIA

Biel k. (2021) ,,Przektad prawny i prawniczy”. w: Piotrowska M. (red.) Perspektywy na
przektad. Krakéw: Wydawnictwo Uniwersytetu Jagiellonskiego, 121-140.

Bogucki L. (2009) Ttumaczenie wspomagane komputerowo. Warszawa: PWN.

Cadwell P, Castilho Sh., O’Brien Sh., Mitchell L. (2016) ,,Human factors in machine
translation and post-editing among institutional translators”. Translation Spa-
ces 5(2), 222-243. doi: 10.1075/ts.5.2.04cad.

do Carmo E (2020) ,,‘Time is money’ and the value of translation”. Translation Spaces

9(1), 35-57. doi: https://doi.org/10.1075/ts.00020.car.

Forcada M. L. (2017) ,Making sense of neural machine translation” Translation Spaces
6(2), 291-309. doi: https://doi.org/10.1075/ts.6.2.06for.

Intento, TAUS (2021) The State of Machine Translation 2021. [dostep: 10.12.2021] https://
try.inten.to/machine-translation-report-2021/2utm_campaign=MT%20Re-
port%202021&utm_source=slator&utm_medium=pr

ISO (2015) PN-EN ISO 17100: 2015 Ustugi ttumaczeniowe: Wymagania dotyczgce swiad-
czenia ustug ttumaczeniowych. Warszawa: PKN.



32 Lucja Biel

ISO (2017) ISO 18587:2017 Translation services — Post-editing of machine translation
output — Requirements. Geneva: International Organization for Standardiza-
tion.

Jiménez-Crespo M. A. (2017) ,,How much would you like to pay? Reframing and expan-
ding the notion of translation quality through crowdsourcing and volunteer ap-
proaches”. Perspectives 25(3), 478-491. doi: 10.1080/0907676X.2017.1285948.

Krings H. P. (2001) Repairing texts: Empirical investigations of machine translation post-
editing processes. Ohio: Kent State University Press.

Lommel A. (2017) ,How Augmented Translation Affects the Language Services Indu-
stry”. [dostep: 10.12.2021] https://csa-research.com/Blogs-Events/Blog/ Article-
ID/95/How-Augmented-Translation-Affects-the-Language-Services-Industry.

Lommel A. (2021) ,,Responsive Machine Translation: The Next Frontier for MT”. [do-
step: 10.12.2021] https://csa-research.com/Blogs-Events/Blog/responsive-ma-
chine-translation.

Massey G., Ehrensberger-Dow M. (2017) ,Machine learning: Implications for translator
education”. Lebende Sprachen 62(2), 300-312.

Moorkens J. (w druku) ,,Ethics and MT”, w: Kenny D. (red.) MultiTrainNMT. Machine
Translation for Multingual Citizens. Berlin: Language Science Press.

Nitzke J., Hansen-Schirra S. (2021) A short guide to post-editing. Berlin: Language Scien-
ce Press.

Nitzke J., Hansen-Schirra, S., Canfora C. (2019) ,Risk management and post-editing
competence”. The Journal of Specialised Translation (31), 239-259.

Nunziatini M., Marg L. (2020) ,Machine Translation Post-Editing Levels: Breaking
Away from the Tradition and Delivering a Tailored Service”, w: Proceedings of
the 22nd Annual Conference of the European Association for Machine Trans-
lation, Lisbon. [dostep: 10.12.2021] https://aclanthology.org/2020.eamt-1.33.
pdf

O’Brien, Sh. (w druku) ,,How to deal with machine translation mistakes: Post-editing”,
w: Kenny D. (red.) MultiTrainNMT. Machine Translation for Multilingual Citi-
zens. Berlin: Language Science Press.

Quah Ch. K. (2006) Translation and Technology. Basingstoke: Palgrave Macmillan.

Paulsen Christensen T., Bundgaard K., Schjoldager A., Dam Jensen H. (2021)
»What motor vehicles and translation machines have in common - a first
step towards a translation automation taxonomy”. Perspectives, 1-20, doi:
10.1080/0907676X.2021.1900307.

Pym A. (2011) ,What technology does to translating”. Translation & Interpreting 3(1),
1-9.

Stownik PWN-Oxford (2003) Wydawnictwo Naukowe PWN. CD.

Stefaniak K. (2020) ,,Evaluating the usefulness of neural machine translation for the Po-
lish translators in the European Commission”, w: Proceedings of the 22nd An-
nual Conference of the European Association for Machine Translation, Lisboa,
Portugal. [dostep: 10.12. 2021] https://aclanthology.org/2020.eamt-1.28.pdf

Toral A. (2019) ,,Post-editese: an Exacerbated Translationese”, w: Proceedings of Ma-
chine Translation Summit XVII, Dublin, 273-281. [dostep: 10.12. 2021] https://
aclanthology.org/W19-6627.pdf



Postedycja ttumaczen maszynowych 33

Vieira, L. N. (2019) ,,Post-editing of machine translation’, w: O’'Hagan, M. (red.) The
Routledge Handbook of Translation and Technology. London i New York: Ro-
utledge, 319-335.

Vieira L. N., O'Hagan M., O’Sullivan C. (2021) ,,Understanding the societal impacts
of machine translation: a critical review of the literature on medical and le-
gal use cases” Information, Communication & Society 24(11), 1515-1532. doi:
10.1080/1369118X.2020.1776370.

Way A. (2013) ,Traditional and Emerging Use-Cases for Machine Translation”, w: Pro-
ceedings of Translating and the Computer 35, Londyn, 28-29 listopada. [do-
step: 10.12. 2021] https://aclanthology.org/2020.eamt-1.28.pdf

Way A. (2018) ,,Quality Expectations of Machine Translation”, w: Moorkens J., Castilho
Sh., Gaspari E, Doherty S. (red.) Translation Quality Assessment: From Princi-
ples to Practice. Cham: Springer, 159-178.

Woloszyk W. (2021) ,,Odpowiedzialno$¢ biura ttumaczen za przebieg procesu tluma-
czenia i zasady stosowania ttumaczenia maszynowego”. [dostep: 10.12. 2021]
https://tlumaczenia-prawnicze.eu/odpowiedzialnosc-biura-tlumaczen-zasa-
dy-stosowania-tlumaczenia-maszynowego/.

Wyndham A. (2021) ,,10 Areas Where Translators Are (and Will Remain) Essential
Experts in the Loop”. Slator, 22 Oct. 2021. [dostep: 10.12. 2021] https://slator.
com/10-areas-translators-will-remain-essential-experts-in-the-loop/

Zaretskaya A. (2017) ,,Machine Translation PostEditing at TransPerfect — the ‘Human’
Side of the Process”. Revista Tradumatica (15), 116-123.

SUMMARY

The rapid development of machine translation in recent years, especially the advent
of neural machine translation, is changing the language services industry. From the
perspective of automation, translation can be categorized into the following types: from
scratch human translation, computer-assisted translation, machine-aided human trans-
lation, post-edited machine translation and raw translation. The aim of this paper is to
introduce the reader to the basics of machine translation and post-editing from a practical
perspective. The first section discusses main types of machine translation and its applica-
tions, as well as the factors which influence the quality of machine translation output. The
next section is devoted to post-editing and its types — light and full post-editing — and
the controversies related to this distinction. Next, I present the advantages and challenges
of using machine translation in translation workflows, the most common mistakes and
post-editing guidelines. The final section concludes with post-editor competencies, bill-
ing and ethical issues related to machine translation.

Keywords: post-editing, post-editor, machine translation, translation technologies, pre-
editing
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